Type theory and language
From perception to linguistic communication

Robin Cooper

Draft, November 14, 2011
PLEASE DO NOT QUOTE
Contents

Acknowledgements v

1 From perception to intensionality 1
   1.1 Perception as type assignment ........................................... 1
   1.2 Modelling type systems in terms of mathematical objects .......... 3
   1.3 Situation types .............................................................. 5
   1.4 The string theory of events ............................................... 13
   1.5 Modal type systems ......................................................... 20
   1.6 Intensionality: propositions as types .................................. 23

2 Information exchange 27
   2.1 Dialogue management ....................................................... 28

3 Grammar 39
   3.1 Syntax ............................................................................. 39
   3.2 Semantics ........................................................................... 47

4 A semantic benchmark 61
CONTENTS

4.0.1 Lexicon .......................................................... 63
4.0.2 Constraints on lexical predicates ......................... 69
4.0.3 Syntactic rules with compositional semantics ....... 71

5 Coordination and learning ..................................... 83

A Type theory with records ....................................... 85
A.1 Basic types ..................................................... 85
A.2 Complex types .................................................. 86
  A.2.1 Predicates ................................................... 86
  A.2.2 Systems of complex types ............................. 87
A.3 Function types .................................................. 88
A.4 Models and modal systems of types ...................... 88
A.5 Strings and regular types ................................... 90
A.6 The type Type and stratification ......................... 91
A.7 Record types .................................................. 92

B Grammar rules ................................................... 99

C Dialogue rules ................................................... 101

D First order logic ................................................ 103
D.1 Interpreting first order logic in TTR ...................... 103
D.2 Examples of first order logic interpretations .......... 105
## CONTENTS

| D.3 Examples of inference in first order logic | 106 |
| E Intensional logic | 109 |
| E.1 Interpreting intensional logic in TTR | 109 |
| E.2 Examples of intensional logic interpretations | 114 |
| E.3 Examples of inference in intensional logic | 114 |
Acknowledgements

This research was supported in part by the following projects: Records, types and computational dialogue semantics, Vetenskapsrådet, 2002-4879, Library-based grammar engineering, Vetenskapsrådet, 2005-4211, and Semantic analysis of interaction and coordination in dialogue (SAICD), Vetenskapsrådet, 2009-1569.
Chapter 1

From perception to intensionality

1.1 Perception as type assignment

Kim is out for a walk in the park and sees a tree. She knows that it is a tree immediately and does not really have to think anything particularly linguistic, such as “Aha, that’s a tree”. As a human being with normal visual perception, Kim is pretty good at recognizing something as a tree when she sees it, provided that it is a fairly standard exemplar, and the conditions are right: for example, there is enough light and she is not too far away or too close. We shall say that Kim’s perception of a certain object, $a$, as a tree involves the ascription of a type $\text{Tree}$ to $a$. In terms of modern type theory (as in [Martin-Löf (1984); Nordström et al. (1990)]), we might say that Kim has made the judgement that $a$ is of type $\text{Tree}$ (in symbols $a : \text{Tree}$).

Objects can be of several types. An object $a$ can be of type $\text{Tree}$ but also of type $\text{Oak}$ (a subtype of $\text{Tree}$, since all objects of type $\text{Oak}$ are also of type $\text{Tree}$) and $\text{Physical Object}$ (a supertype of $\text{Tree}$, since all objects of type $\text{Tree}$ are of type $\text{Physical Object}$). It might also be of an intuitively more complicated type like $\text{Objects Perceived by Kim}$ which is neither a subtype nor a supertype of $\text{Tree}$ since not all objects perceived by Kim are trees and not all trees are perceived by Kim.

There is no perception without some kind of judgement with respect to types of the perceived object. When we say that we do not know what an object is, this normally means that we do not have a type for the object which is narrow enough for the purposes at hand. I trip over something in the dark, exclaiming “What’s that?”, but my painful physical interaction with it through my big toe tells me at least that it is a physical object, sufficiently hard and heavy to offer resistance to my toe. The act of perceiving an object is perceiving it as something. You cannot perceive something without ascribing some type to it, even if it is a very general type such as $\text{thing}$ or $\text{entity}$. 

Recognizing something as a tree may be immediate and not involve conscious reasoning. Recognizing a tree as an aspen, an elm or a tree with Dutch elm disease may involve closer inspection and some conscious reasoning about the shape of the leaves or the state of the bark. For humans the relating of objects to certain types can be the result of a long chain of reasoning involving a great deal of conscious effort. But whether the perception is immediate and automatic or the result of a conscious reasoning process, from a logical point of view it still seems to involve the ascription of a type to an object.

The kind of types we are talking about here correspond to pretty much any useful way of classifying things and they correspond to what might be called properties in other theories. For example, in the classical approach to formal semantics developed by [Montague (1974)] and explicated by [Dowty et al. (1981)] among many others, properties are regarded not as types but as functions from possible worlds and times to (the characteristic functions of) sets of entities, that is, the property tree would be a function from possible worlds and times to the set of all entities which are trees at that world and time. Montague has types based on a version of Russell’s (1903) simple theory of types but they were “abstract” types like Entity and Truth Value and types of functions based on these types rather than “contentful” types like Tree. Type theory for Montague was a way of providing basic mathematical structure to the semantic system in a way that would allow the generation of interpretations of infinitely many natural language expressions in an orderly fashion that would not get into problems with logical paradoxes. The development of type theory which we will undertake here can be regarded as an enrichment of an “abstract” type theory like Montague’s with “contentful” types. We want to do this in a way that allows the types to account for content and relate to cognitive processing such as perception. We want our types to have psychological relevance and to correspond to what [Gibson (1986)] might call invariants, that is, aspects that we can perceive to be the same when confronted with similar objects or the same object from a different perspective. In this respect our types are similar to notions developed in situation theory and situation semantics (Barwise and Perry, 1983; Barwise, 1989).

Gibson’s notion of attunement is adopted by Barwise and Perry. The idea is that certain organisms are attuned to certain invariants while others are not. Suppose that Kim perceives a cherry tree with flowers and that a bee alights on one of the flowers. One assumes that the bee’s experience of the tree is very different from Kim’s. It seems unlikely that the bee perceives the tree as a tree in the sense that Kim does and it is not at all obvious that the bee perceives the tree in its totality as an object. Different species are attuned to different types and even within a species different individuals may vary in the types to which they are attuned. This means that our perception is limited by our cognitive apparatus – not a very surprising fact, of course, but philosophically very important. If perception involves the assignment of types to objects and we are only able to perceive in terms of those types to which we are attuned, then as [Kant (1781)] pointed out we are not actually able to be aware of *das Ding an sich* (“the thing itself”), that is, we are not able to be aware of an object independently of the categories (or types) which are available to us through our cognitive apparatus.
1.2 Modelling type systems in terms of mathematical objects

In order to make our theory precise we are going to create models of the systems we propose as mathematical objects. This represents one of the two main strategies that have been employed in logic to create rigorous theories. The other approach is to create a formal language to describe the objects in the theory and define rigorous rules of inference which explicate the properties of the objects and the relations that hold between them. At a certain level of abstraction the two approaches are doing the same thing – in order to characterize a theory you need to say what objects are involved in the theory, which important properties they have and what relations they enter into. However, the two approaches tend to get associated with two different logical traditions: the model theoretic and proof theoretic traditions.

The philosophical foundation of type theory (as presented, for example, by Martin-Löf (1984)) is normally seen as related to intuitionism and constructive mathematics. It is, at bottom, a proof-theoretic discipline rather than a model-theoretic one (despite the fact that model theories have been provided for some type theories). However, it seems that many of the ideas in type theory that are important for the analysis of natural language can be adopted into the classical set theoretic framework familiar to linguists from the classical model-theoretic canon of formal semantics starting from Montague (1974).

Your theory is not very interesting if it does not make predictions, that is, by making certain assumptions you can infer some conclusions. This gives you one way to test your theory: see what you can conclude from premises that you know or believe to be true and then test whether the conclusion is actually true. If you can show that your theory allows you to predict some conclusion and its negation, then your theory is inconsistent, which means that it is not useful as a scientific theory. One way to discover whether a theory is consistent or not is to formulate it very carefully and explicitly so that you can show mathematical properties of the system and any inconsistencies will appear.

From the informal discussion of type theory that we have seen so far it is clear that it should involve two kinds of entity: the types and the objects which are of those types. (Here we use the word “entity” not in the sense that Montague did, that is, basic individuals, but as an informal notion which can include both objects and types.) This means that we should characterize a type theory with two domains: one domain for the objects of the types and another domain for the types to which these objects belong. Thus we see types as theoretical entities in their own right, not, for example, as collections of objects. Diagrammatically we can represent this as in Figure 1.1 where object \( a \) is of type \( T_1 \).

A system of basic types consists of a set of types which are basic in the sense that they are not analyzed as complex objects composed of other objects in the theory. Each of these types is associated with a set of objects, that is, the objects which are of the type, that is the witnesses for the type. Thus if \( T \) is a type and \( A \) is the set of objects associated with \( T \), then \( a \) is of type
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Figure 1.1: System of basic types

\[ T \text{ (in symbols, } a : T) \text{ just in case } a \in A. \] We require that any object \( a \) which is a witness for a basic type is not itself one of the types in the system. A type may be empty in the sense that it is associated with the empty set, that is, there is nothing of that type.

Notice that we are starting with the types and associating sets of objects with them. This means that while there can be types for which there are no witnesses, there cannot be objects which do not belong to a type. This relates back to our claim in Section 1.1 that we cannot perceive an object without assigning a type to it.

Notice also that the sets of objects associated with types may have members in common. Thus it is possible for objects to belong to more than one type. This is important if we want to have basic types \textit{Elm}, \textit{Tree} and \textit{Physical Object} and say that a single object \( a \) belongs to all three types as discussed in Section 1.1.

An extremely important property of this kind of type system is that there is nothing which prevents two types from being associated with exactly the same set of objects. In standard set theory the notion of set is \textit{extensional}, that is sets are defined by their membership. You cannot have two distinct sets with the same members. The choice of defining types as entities in their own right rather than as the sets of their witnesses, means that they can be \textit{intensional}, that is, you can have
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more than one type with the same set of witnesses. This can be important for the analysis of natural language words like *groundhog* and *woodchuck* which (as I have learned from the literature on natural language semantics) are the same animal. In this case one may wish to say that you have two different words which correspond to the same type, rather than two types with the same *extension* (that is, set of witnesses). Such an analysis is less appealing in the case of *unicorn* and *centaur*, both mythical animals corresponding to types which have an empty extension. If types were extensional, there would only be one empty type (just as there is only one empty set in set theory). In the kind of possible world semantics espoused by Montague the distinction between *unicorn* and *centaur* was made by considering their extension not only in the actual world (where both are empty) but also in all possible worlds, since there will be some worlds in which the extensions are not the same. However, this kind of possible worlds analysis of intensionality fails when you have types whose extensions cannot possibly be different. Consider *round square* and *positive number equal to 2 − 5*. The possible worlds analysis cannot distinguish between these since their extensions are both empty no matter which possible world you look at.

Finally, notice that there may be different systems of basic types, possibly with different types and different objects. One way of exploiting this would be to associate different systems with different organisms as discussed in Section 1.1. (Below we will see different uses of this for the analysis of types which model the cognitive system of a single agent.) Thus properly we should say that an object *a* is of type *T* with respect to a basic systems of types TYPEB, in symbols, *a : TYPEB T*. However, we will continue to write *a : T* in our informal discussion when there is no danger of confusion.

The definition of a system of basic types is made precise in Appendix A.1.

What counts as an object may vary from agent to agent (particularly if agents are of different species). Different agents have what Barwise (1989) would call different *schemes of individuation*. There appears to be a complex relationship between the types that an agent is attuned to and the parts of the world which the agent will perceive as an object. We model this in part by allowing different type systems to have different objects. In addition we will make extensive use in our systems of a basic type *Ind* for “individual” which corresponds to Montague’s notion of “entity”. The type *Ind* might be thought of as modelling a large part of an agent’s scheme of individuation in Barwise’s sense. However, this clearly still leaves a great deal to be explained and we do this in the hope that exploring the nature of the type systems involved will ultimately give us more insight into how individuation is achieved.

1.3 Situation types

Kim continues her walk in the park. She sees a boy playing with a dog and notices that the boy gives the dog a hug. In perceiving this event she is aware that two individuals are involved and
that there is a relation holding between them, namely hugging. She also perceives that the boy is hugging the dog and not the other way around. She sees that a certain action (hugging) is being performed by an agent (the boy) on a patient (the dog). This perception seems more complex than the classification of an individual object as a tree in the sense that it involves two individual participants and a relation between them as well as the roles those two individuals play in the relation. While it is undoubtably more complex than the simple classification of an object as a tree, we want to say that it is still the assignment of a type to an object. The object is now an event and she classifies the event as a hugging event with the boy as agent and the dog as patient. We shall have complex types which can be assigned to such events.

**Complex** types are constructed out of other entities in the theory. As we have just seen, cognitive agents, in addition to being able to assign types to individual objects like trees, also perceive the world in terms of states and events where objects have properties and stand in relations to each other – what Davidson (1967) called events and Barwise and Perry (1983) called situations. We introduce types which are constructed from predicates (like ‘hug’) and objects which are arguments to this predicate like \(a\) and \(b\). We will represent such a constructed type as \(\text{hug}(a, b)\) and we will sometimes call it a **ptype** to indicate that it is a type whose main constructor is a predicate. What would an object belonging to such a type be? According to the type-theoretic approach introduced by Martin-Löf it should be an object which constitutes a proof that \(a\) is hugging \(b\). For Martin-Löf, who was considering mathematical predicates, such proof objects might be numbers with certain properties, ordered pairs and so on. Ranta (1994) points out that for non-mathematical predicates the objects could be events as conceived by Davidson (1967, 1980). Thus \(\text{hug}(a, b)\) can be considered to be an event or a situation type. In some versions of situation theory Barwise (1989); Seligman and Moss (1997), objects (called infons) constructed from a relation and its arguments was considered to be one kind of situation type. Thus one view would be that ptypes are playing a similar role in type theory to the role that infons play in situation theory.

What kind of entity are predicates? The notion is made precise in Appendix A.2.1. The important thing about predicates is that they come along with an **arity**. The arity of a predicate tells you what kind of arguments the predicate takes and what order they come in. For us the arity of a predicate will be a sequence of types. The predicate ‘hug’ as discussed above we can think of as a two-place predicate both of whose arguments must be of type \(\text{Ind}\), that is, an individual. Thus the arity of ‘hug’ will be \((\text{Ind}, \text{Ind})\). The idea is that if you combine a predicate with arguments of the appropriate types in the appropriate order indicated by the arity then you will have a type. Thus if \(a : \text{Ind}\) and \(b : \text{Ind}\) then \(\text{hug}(a, b)\) will be a type, intuitively the type of situation where \(a\) hugs \(b\).

It may be desirable to allow some predicates to combine with more than one assortment of argument types. Thus, for example, one might wish to say that the predicate ‘believe’ can combine with two individuals just like ‘hug’ (as in *Kim believes Sam*) or with an individual and a “ proposition” (as in *Kim believes that Sam is telling the truth*). Similarly the predicate ‘want’ might be both a two-place predicate for individuals (as in *Kim wants the tree*) or a two-place predicate
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between individuals and “properties” (as in Kim wants to own the tree). We shall have more to say about “propositions” and “properties” later. For now, we just note that we want to allow for the possibilities that predicates can be polymorphic in the sense that there may be more than one sequence of types which characterize the arguments they are allowed to combine with. The sequences need not even be of the same length (consider Kim walked and Kim walked the dog). We thus allow for the possibility that these pairs of natural language examples can be treated using the same polymorphic predicate. Another possibility, of course, is to say that the English verbs can correspond to different (though related) predicates in the example pairs and not allow this kind of predicate polymorphism in the type theory. We do not take a stand on this issue but merely note that both possibilities are available. If predicates are to be considered polymorphic then the arity of a predicate can be considered to be a set of sequences of types.

Predicates can be considered as functions from sequences of objects matching their arity to types. As such they would be a dependent type, that is, an entity which returns a type when provided with an appropriate object or sequence of objects. However, we have not made this explicit in Appendix A.2.1.

A system of complex types (made precise in Appendix A.2.2) adds to a system of basic types a collection of types constructed from a set of predicates with their arities, that is, it adds all the types which you can construct from the predicates by combining them with objects of the types corresponding to their arities according to the types in the rest of the system. The system also assigns a set of objects to all the types thus constructed from predicates. Many of these types will be assigned the empty set. Intuitively, if we have a type hug(c,d) and there are no situations in which c hugs d then there will be nothing in the extension of hug(c,d), that is, it will be assigned the empty set in the system of complex types. Notice that the intensionality of our type system becomes very important here. There may be many individuals x and y for which hug(x,y) is empty but still we would want to say that the types resulting from the combination of ‘hug’ with the various different individuals corresponds to different types of situations. There are thus two important functions in a system of complex types: one, which we call A, which comes from the system of basic types embedded in the system and assigns extensions to basic types and the other, which we call F, which assigns extensions to types constructed from predicates and arguments corresponding to the arity of the predicates. We have chosen the letters A and F because they are used very often in the characterization of models of first order logic. A model for first order logic is often characterized as a pair ⟨A, F⟩ where A is the domain and F a function which assigns denotations to the basic expressions (constants and predicates) of the logic. In a slight variation on classical first order logic A may be a sorted domain, that is the domain is not a single set but a set divided into various subsets, corresponding to sorts. For us, A characterizes assignments to basic types and thus provides something like a sorted domain in first order model theory. In first order logic F gives us what we need to know to determine the truth of expressions like hug(a,b) in first order logic. Thus F will assign to the predicate ‘hug’ a set of ordered pairs telling us who hugs whom. Our F also give us the information we need in order to tell who stands in a predicate relation. However, it does this, not by assigning a set of ordered n-tuples to each predicate, but by assigning sets of witnesses (or “proofs”) to each type constructed from
a predicate with appropriate arguments. The set of ordered pairs assigned to ‘hug’ by the first
order logic $F$ corresponds to the set of pairs of arguments $\langle x, y \rangle$ for which the $F$ in a complex
system of types assigns a non-empty set. For this reason we call the pair $\langle A, F \rangle$ a model within
the type system, even though it is not technically a model in the sense of model theory for logic.
The correspondence will become important below, however.

Kim sees this situation where $a$ (the boy) hugs $b$ (the dog) and perceives it to be of type $\text{hug}(a, b)$. However, there are intuitively other types which she could assign to this situation other than the
type of situation where $a$ hugs $b$ which is represented here. For example, a more general type,
which would be useful in characterizing all situations where hugging is going on between any
individuals, is that of “situation where one individual hugs another individual”. Another type of
situation she might use is that of “situation where a boy hugs a dog”. This is a more specific type
than “situation where one individual hugs another individual” but still does not tie us down to
the specific individuals $a$ and $b$ as $\text{hug}(a,b)$ does.

There are at least two different ways in type theory to approach these more general types. One is
to use $\Sigma$-types such as (1).

\begin{enumerate}
\item[(1)]
\begin{enumerate}
\item[a.] $\Sigma x: \text{Ind}. \Sigma y: \text{Ind}. \text{hug}(x, y)$
\item[b.] $\Sigma x: \text{Boy}. \Sigma y: \text{Dog}. \text{hug}(x, y)$
\end{enumerate}
\end{enumerate}

In general $\Sigma x: T_1. T_2(x))$ will have as witnesses any ordered pair the first member of which is
a witness for $T_1$ and the second member of which is a witness for $T_2(x)$. Thus this type will
be non-empty (“true”) just in case there is something $a$ of type $T_1$ such that there is something
of type $T_2(a)$. This means that $\Sigma$-types correspond to existential quantification. A witness for
(1a) would be $\langle a, \langle b, s \rangle \rangle$ where $a: \text{Ind}$, $b: \text{Ind}$ and $s: \text{hug}(a,b)$. If there is such a witness then some
individual hugs another individual and conversely if some individual hugs another individual
there will be a witness for this type. $\Sigma$-types are exploited for the semantics of natural language
by Ranta (1994) among others.

Another approach to these more general types is to use record types such as (2).

\begin{enumerate}
\item[(2)]
\begin{enumerate}
\item[a.] $\begin{bmatrix}
x & : & \text{Ind} \\
y & : & \text{Ind} \\
c & : & \text{hug}(x,y)
\end{bmatrix}$
\item[b.] $\begin{bmatrix}
x & : & \text{Boy} \\
y & : & \text{Dog} \\
c & : & \text{hug}(x,y)
\end{bmatrix}$
\end{enumerate}
\end{enumerate}
1.3. SITUATION TYPES

We make the notion of record type precise in Appendix A.7. Record types consist of sets of fields such as \([x:\text{Ind}]\) and \([c:\text{hug}(x,y)]\). Fields themselves are pairs consisting of a label such as ‘x’ or ‘c’ in the first position (before the ‘:’ in our notation) and a type in the second position. You cannot have more than one field with the same label in a record type. The witnesses of record types are records. These are also sets of fields, but in this case the fields consist of a label and an object belonging to a type. A record, \(r\), belongs to a record type, \(T\), just in case \(r\) contains fields with the same labels as those in \(T\) and the objects in the fields in \(r\) are of the type with the corresponding label in \(T\). The record may contain additional fields with labels not mentioned in the record type with the restriction there can only be one field within the record with a particular label. Thus both (3a) and (3b) are records of type (2a).

\[
\begin{align*}
\text{(3)} & \\
\text{a.} & \begin{cases} 
    x = a \\
    y = b \\
    c = s
\end{cases} \quad \text{where } a:\text{Ind}, b:\text{Ind} \text{ and } s:\text{hug}(a,b) \\
\text{b.} & \begin{cases} 
    x = d \\
    y = e \\
    c = s' \\
    z = f \\
    w = g
\end{cases} \quad \text{where } d:\text{Ind}, e:\text{Ind}, s':\text{hug}(d,e) \text{ and } f \text{ and } g \text{ are objects of some type}
\end{align*}
\]

Note that in our notation for records we have ‘=’ between the two elements of the field whereas in record types we have ‘:’. Note also that when we have types constructed from predicates in our record types and the arguments are represented as labels as in (2a) this means that the type is dependent on what objects you choose for those labels in the object of the record type. Thus in (3a) the type of the object labelled ‘c’ is \(\text{hug}(a,b)\) whereas in (3b) the type is \(\text{hug}(d,e)\). Actually, the notation we are using here for the dependent types is a convenient simplification of what is needed as we explain in Appendix A.7.

Record types and \(\Sigma\)-types are very similar in an important respect. The type (2a) will be non-empty (“true”) just in case there are individuals \(x\) and \(y\) such that \(x\) hugs \(y\). Thus both record types and \(\Sigma\)-types can be used to model existential quantification. In fact record types and \(\Sigma\)-types are so similar that you would probably not want to have both kinds of types in a single system and we will not use \(\Sigma\)-types. We have chosen to use record types for a number of reasons:

**fields are unordered** The \(\Sigma\)-types in (4) are distinct, although there is an obvious equivalence which holds between them.
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(4)  a. $\Sigma x: \text{Ind}. \Sigma y: \text{Ind}. \text{hug}(x, y)$

    b. $\Sigma y: \text{Ind}. \Sigma x: \text{Ind}. \text{hug}(x, y)$

They are not only distinct types but they also have distinct sets of witnesses. The object $\langle a, \langle b, s \rangle \rangle$ will be of type (4a) just in case $\langle b, \langle a, s \rangle \rangle$ is of type (4b). In contrast, since we are regarding record types (and records) as sets of fields, (5a,b) are variant notations for the same type.

(5)  a. \[
\begin{array}{l}
  x : \text{Ind} \\
  y : \text{Ind} \\
  c : \text{hug}(x, y)
\end{array}
\]

    b. \[
\begin{array}{l}
  y : \text{Ind} \\
  x : \text{Ind} \\
  c : \text{hug}(x, y)
\end{array}
\]

labels  Record types (and their witnesses) include labelled fields which can be used to access “components” of what is being modelled. This is useful, for example, when we want to analyze anaphoric phenomena in language where pronouns and other words refer back to parts of previous meanings in the discourse. They can also be exploited in other cases where we want to refer to “components” of utterances or their meanings as in clarification questions.

discourse representation  The labels in record types can play the role of discourse referents in discourse representation structures (DRSs, Kamp and Reyle, 1993) and record types of the kind we are proposing can be used to model DRSs.

dialogue game boards  Record types have been exploited to model dialogue game boards or information states (see in particular Ginzburg, fthe).

feature structures  Record types can be used to model the kind of feature structures that linguists like to use (as, for example, in linguistic theories like Head Driven Phrase Structure Grammar, HPSG, Sag et al., 2003). Here the labels in record types correspond to attributes in feature structures.
1.3. SITUATION TYPES

frames Record types can also be used to model something very like the kinds of frames discussed in frame semantics (Fillmore [1982], [1985], Ruppenhofer et al. [2006]). Here the labels in record types correspond to roles (frame elements).

For discussion of some of the various uses to which record types can be put see Cooper (2005b). We will take up all of the uses named here as we progress.

Another way of approaching these more general types in type theory is to use contexts. In (6) we take True to be the type of non-empty types.

\[(6)\]
\[
a. \ x : Ind, \ y : Ind \vdash hug(x,y) : True \\
b. \ x : Boy, \ y : Dog \vdash hug(x,y) : True
\]

(6a,b) mean in a context where \(x\) and \(y\) are individuals or a boy and a dog respectively the type \(hug(x,y)\) is non-empty. This notation is normally taken to mean universal quantification over the parameters or variables in the context (i.e. sequence of parametric type judgements) to the left of ‘\(\vdash\)’. Thus they would mean that for any two individuals or pair of a boy and a dog, the first hugs the second. However, we can also devise ways for thinking of existential quantification over the variables of the context, e.g. for some boy, \(x\), and some dog, \(y\), the type \(hug(x,y)\) is non-empty. We can also think of the contexts as being objects belonging to types in our type theory. Records and record types give us a way of doing this. Thus, for example, (6b) models the type of context which might be represented as the sequence of parametric type judgements given in (7).

\[(7)\]
\[
x : Ind, \ y : Ind, \ c : hug(x,y)
\]

As in the comparison with \(\Sigma\)-types there is a difference in that the judgements in a standard type theory context are ordered whereas the fields in a record type are unordered. This means that technically (8) is a distinct context from (7) even though there is an obvious equivalence between them.

\[(8)\]
\[
y : Ind, \ x : Ind, \ c : hug(x,y)
\]

They correspond to the same record type, however. Since we will use record types to model type theoretic contexts and records to model instantiations of contexts we will not introduce a separate notion of context.

Thus we use record types to replace both the \(\Sigma\)-types and contexts that one often finds in standard versions of type theory.
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The introduction of predicates and ptypes raises some new questions. We said above that the arity of ‘hug’ is \(\langle \text{Ind}, \text{Ind} \rangle\). However, when we look at (2b) where the types labelled with ‘x’ and ‘y’ are \(\text{Boy}\) and \(\text{Dog}\) we see that there is nothing explicit here that requires that the two arguments of ‘hug’ are of type \(\text{Ind}\). One obvious way to achieve this would be to require that \(\text{Boy}\) and \(\text{Dog}\) are subtypes of \(\text{Ind}\), that is, that any object of type \(\text{Boy}\) is also of type \(\text{Ind}\) and similarly for \(\text{Dog}\). However, now that we have introduced predicates there is nothing to stop us having two predicates ‘boy’ and ‘dog’ with arity \(\langle \text{Ind} \rangle\). Thus we could have the record type (9).

\[
\begin{array}{ll}
x & : \text{Ind} \\
c_{\text{boy}} & : \text{boy}(x) \\
y & : \text{Ind} \\
c_{\text{dog}} & : \text{dog}(y) \\
c_{\text{hug}} & : \text{hug}(x,y)
\end{array}
\]

(9)

How do we choose between a type like (9) where common nouns like \text{boy} and \text{dog} correspond to one-place predicates and a type like (2b) where common nouns correspond to basic types? One advantage is that (9) explicitly represents that the arity of ‘hug’ is fulfilled. Another advantage is that many, if not all, nouns in natural languages will in more detailed analyses correspond to predicates of more than one argument. Consider, for example, the fact that boys grow into men. The same individual can be a boy at one time and a man at a later time. Thus ‘boy’ should be a predicate of at least two arguments with arity \(\langle \text{Ind}, \text{Time} \rangle\). In fact if we are going to deal with tense and aspect in natural language we will probably want to add time arguments to most if not all of our predicates and thus allow ourselves record types like (10).

\[
\begin{array}{ll}
e\text{-time} & : \text{Time} \\
x & : \text{Ind} \\
c_{\text{boy}} & : \text{boy}(x,e\text{-time}) \\
y & : \text{Ind} \\
c_{\text{dog}} & : \text{dog}(y,e\text{-time}) \\
c_{\text{hug}} & : \text{hug}(x,y,e\text{-time})
\end{array}
\]

(10)

where ‘e-time’ stands for “event time”. Here we have required that the times in all the predicate fields be the event time but this is not always the case. Consider (11).

(11) The minister smoked pot in his youth

Here the time of the pot-smoking event most likely precedes the time of the pot-smoking individual being a minister. We will thus use our basic types for basic ontological categories like
individual and time and use predicates for words that occur in natural language. Predicates can be \( n \)-ary whereas our types will always be unary. Note that a ptype like \( \text{hug}(a,b,t) \) is constructed from a ternary predicate ‘hug’ but the type itself is a unary type of situations. Thus we might have the judgement \( s : \text{hug}(a,b,t) \).

1.4 The string theory of events

Kim stands and watches the boy and the dog for a while. They start to play fetch. This is a moderately complex game in that it consists of a number of components which are carried out in a certain order. The boy picks up a stick, attracts the attention of the dog (possibly shouting “Fetch!”), and throws the stick. The dog runs after the stick, picks it up in his mouth and brings it back to the boy. This sequence can be repeated arbitrarily many times. One thing that becomes clear from this is that events do not happen in a single moment but rather they are stretched out over intervals of time. So if we were to have a type of event (that is, a kind of situation) \( \text{play\_fetch}(a,b,c,t) \) where \( a \) is a human, \( b \) is a dog and \( c \) is a stick, then \( t \) should not be a moment of time but a time interval starting with the time of the beginning of the event and ending with the time of the end of the event. But we could also say something about the series of subevents that we have identified. So we might draw an informal diagram something like Figure 1.2 (ignoring time for the moment).

In an important series of papers including Fernando (2004, 2006, 2008, 2009), Fernando introduces a finite state approach to event analysis where events are analyzed in terms of finite state automata something like what we have represented in Figure 1.3. Such an automaton will recognize a string of sub-events. The idea is that our perception of complex events can be seen as strings of punctual observations similar to the kind of sampling we are familiar with from audio technology and digitization processing in speech recognition. Thus events can be analyzed as strings of smaller events. What we mean by a string is made precise in Appendix A.5. Any object of any type can be part of a string. Any two objects (including strings themselves), \( s_1 \) and \( s_2 \), can be concatenated to form a string \( s_1 \circ s_2 \). An important property of concatenation is associativity, that is if we concatenate \( s_1 \) with \( s_2 \) and then concatenate the result with \( s_3 \) we get the same string that we would obtain by concatenating \( s_2 \) with \( s_3 \) and then concatenating \( s_1 \) with the result. In symbols: \( (s_1 \circ s_2) \circ s_3 = s_1 \circ (s_2 \circ s_3) \). For this reason we normally write \( s_1 \circ s_2 \circ s_3 \) (without the parentheses) or simply \( s_1s_2s_3 \) if it is clear from the context that we mean this to be string concatenation.

Now let us build further on the types that we have introduced so far to include string types. For any two types, \( T_1 \) and \( T_2 \), we can form the type \( T_1 \circ T_2 \). This is the type of strings \( a \circ b \) where \( a : T_1 \) and \( b : T_2 \). The concatenation operation on types (just like that on objects) is associative.

CHAPTER 1. FROM PERCEPTION TO INTENSIONALITY

Figure 1.2: play_fetch\((a,b,c)\)

Figure 1.3: play_fetch\((a,b,c)\) as a finite state machine
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so we do not use parentheses when more than one type is involved, e.g. \( T_1 \sim T_2 \sim T_3 \).

Let us return to Kim watching the boy, \( a \), playing fetch with the dog, \( b \), using the stick, \( c \) over a time interval \( t \). She perceives the event as being of type \( \text{play\_fetch}(a,b,c,t) \). But what does it mean to be an event of this type? Given our concatenation types we can build a type which corresponds to most of what we have sketched in Figure [1.2], namely (12) (again ignoring time for the sake of simplification).

(12) \( \text{pick\_up}(a,c) \sim \text{attract\_attention}(a,b) \sim \text{throw}(a,c) \sim \text{run\_after}(b,c) \sim \text{pick\_up}(b,c) \sim \text{return}(b,c,a) \)

(12) is a type corresponding to everything we have represented in Figure [1.2] except for the arrow which loops back from the end state to the start state. We will refer to this type as \( T_{\text{fetch}(a,b,c)} \). In order to get the loop into the event type we will use a kind of type which introduces a Kleene+.

In standard notations for strings \( s^+ \) stands for a string consisting of one or more occurrences of \( s \). We will adopt this into types by saying that for any type \( T \) there is also a type \( T^+ \) which is the type of strings of objects of type \( T \) containing one or more members. (See Appendix A.5 for a more precise definition.) The type \( T_{\text{fetch}(a,b,c)}^+ \) will, then, give us a type corresponding to the complete Figure [1.2] since it will be the type consisting of strings of one or more events of type \( T_{\text{fetch}(a,b,c)} \).

In (12) we simplified the string type by excluding time. Now we will consider what is needed to put time back in. Each of the subevents represented there is associated with a time interval, a different time interval for each subevent. The type for time intervals, which we will abbreviate as \( \text{TimeInt} \) is (13).

\[
\begin{align*}
\text{start} : & \text{Time} \\
\text{end} : & \text{Time} \\
\mathcal{c} \prec & \text{start} \prec \text{end}
\end{align*}
\]

where \( \text{Time} \) is the type of time points and \( \prec \) is the relation “earlier than” defined on the witnesses of this type. In order to get time intervals associated with each subevent we will treat the subevent types as record types rather than ptypes. Thus as a first step towards characterizing the right type we have (14).

---

2This notation was introduced by the mathematician Stephen Kleene.
3We use the infix notation \( t_1 < t_2 \) rather than the official notation \( < (t_1, t_2) \).
This will get us a time interval for each subevent but it does not require any relationship between the time intervals of the different subevents whereas, of course, each subevent should occur at a later time than the previous one. In order to achieve this we will introduce a more restricted notion of type concatenation especially for record types which have a field \([e\text{-}time:]\text{TimeInt}\) as in (15).

(15)

1. If \(T_1\) and \(T_2\) are subtypes of \([e\text{-}time:]\text{TimeInt}^+\) then \(T_1^{<}T_2\) is a type.
2. \(a : T_1^{<}T_2\) iff \(a = a_1 \cdots a_n\), \(n > 0\) and for \(i, j, 1 \leq i < j \leq n\), \(x_i : T, x_j : T\) and \(x_i^{<}x_j : T^{<}\)

Here \(\text{first}(s)\) and \(\text{last}(s)\) pick out the first and last elements respectively of the string \(s\). We need to make a similar adjustment to the Kleene-+ type constructor.

(16)

1. If \(T\) is a subtype of \([e\text{-}time:]\text{TimeInt}\) then \(T^{+<}\) is a type
2. \(a : T^{+<}\) iff \(a = x_1^{<} \cdots x_n^{<}\), \(n > 0\) and for \(i, j, 1 \leq i < j \leq n\), \(x_i : T, x_j : T\) and \(x_i^{<}x_j : T^{<}\)

[The details of temporal concatenation above should be included in the appendix.]

So now we can represent the event type for playing fetch as (17).
What happens when Kim perceives an event as being of this type? She makes a series of observations of events, assigning them to types in the string type. Note that the ptypes in each of the types can be further broken down in a similar way. This gives us a whole hierarchy of perceived events which at some point have to bottom out in basic perceptions which are not further analyzed. In order to recognize an event as being of this type Kim does not need to perceive a string of events corresponding to each of the types in the string types. She may, for example, observe the boy waving the stick to attract the dog’s attention, get distracted by a bird flying overhead for a while, and then return to the fetch event at the point where the dog is running back to the boy with the stick. This still enables her to perceive the event as an event of fetch playing because she has seen such events before and learned that such events are of the string type in (17). It suffices for her to observe enough of the elements in the string to distinguish the event from other event types she may have available in her knowledge resources. Suppose, for example, that she has just two event string types available that begin with the picking up of a stick by a human in the company of a dog. One is (17). The other is one that leads to the human beating the dog with the stick. If she only observes the picking up of the stick she cannot be sure whether what she is observing is a game of fetch or a beating. However, as soon as she observes something in the event string which belongs only to the fetch type of string she can reasonably conclude that she is observing an event of the fetch type. She may, of course, be wrong. She may be observing an event of a type which she does not yet have available in her resource of event types, in which case she will need to learn about the new event type and add it to her resources. However, given the resources at her disposal she can make a prediction about the nature of the rest of the event. One could model her prediction making ability in terms of a function which maps a situation (modelled as a record) to a type of predicted situation, for example (18).
Here a ‘⇑’ prefixed to a path-name consisting of labels such as ‘e-time.start’ or ‘x’ means that the path-name is to start in the next higher record type in which the current record type is embedded. This notation is an abbreviation for something much less readable (but more precise) which is given in Appendix [A.7] [???? This notation needs to be added to the appendix.]

The kind of function of which (18) is an instance is a function of the general form (19).

(19) \( \lambda a : T_1(T_2[a]) \)

where we use the notation \( T_2[a] \) to represent the fact that \( T_2 \) depends on \( a \). The nature of this dependence in (18) is seen in the occurrences of \( r \) in the body of the function, for example, ‘play_fetch\((r.x,r.y,r.z,e-time)\)’. Such a function maps an object of some type (represented by \( T_1 \)) to a type (represented by \( T_2[a] \)). The type that results from an application of this function will depend on what object it is applied to – that is, we have the possibility of obtaining different types from different objects. In type theory such a function is often called a dependent type. These functions will play an important role in much of what is to come later in this book. They will show up many times in what appear at first blush to be totally unrelated phenomena. We want to suggest, however, that all of the phenomena we will describe using such functions have their origin in our basic cognitive ability to make predictions on the basis of partial observation of objects and events.

What happens when Kim does not observe enough of the event to be able to predict with any certainty that the complete event will be a game of fetch? One theory would be that she can only make categorical judgements, and that she has to wait until she has seen enough so that there is only one type that matches in the collection of situation types in her resources. Another theory would be one where she predicts a disjunction of the available matching types when there
is more than one that matches. One might refine this theory so that she can choose one of the available types but assign it a probability based on the number of matching types. If \( n \) is the number of matching types the probability of any one of them might be \( \frac{1}{n} \). This assumes that each of the types is equally likely to be realized. It would be natural to assume, however, that the probability which Kim assigns to any one of the matching types would be dependent on her previous experience. Suppose, for example, that she has seen 100 events of a boy picking up a stick in the company of a dog, 99 of those events led to a game of fetch and only one led to the boy beating the dog. One might then assume that when she now sees the boy pick up the stick she would assign a 99% probability to the type of fetch events and only 1% probability to the boy beating the dog. That is, the probability she assigns to an event of a boy picking up a stick leading to a game of fetch is the result of dividing the number of instances of a game of fetch she has already observed by the sum of the number of instances she has observed of any types whose initial segment involves the picking up of a stick. In more general terms we can compute the probability which an agent \( A \) assigns at time \( t \) to a predicted type \( T_{pr} \) given an observed type \( T_{obs} \), \( P_{A,t}(T_{pr} \mid T_{obs}) \), in the case where \( T_{pr} \) is a member of the set of alternatives which can be predicted from \( T_{obs} \) according to \( A \)'s resources at \( t \), \( alt_{A,t}(T_{obs}) \), by the following formula:

\[
P_{A,t}(T_{pr} \mid T_{obs}) = \frac{|\{T_{pr}\}^A,t|}{\sum_{T_{alt} \in alt_{A,t}(T_{obs})} |\{T_{alt}\}^A,t|}
\]

where \( \{T\}^A,t \) is the set of objects of type \( T \) observed by \( A \) prior to \( t \). If \( T_{pr} \) is not a member of \( alt_{A,t}(T_{obs}) \), that is not one of the alternatives, we say that \( P_{A,t}(T_{pr} \mid T_{obs}) = 0 \).

While this is still a rather naive and simple view of how probabilities might be assigned it is not without interest, as shown by the following points:

**Probability distributions** It will always provide a probability distribution over sets of alternatives, that is,

\[
\sum_{T_{pr} \in alt_{A,t}(T_{obs})} P_{A,t}(T_{pr} \mid T_{obs}) = 1
\]

**Alternatives** We have assumed a notion of alternatives based on types of completed events for which the observed event is an initial segment but other notions of alternativeness could be considered and perhaps even combined.

**Relativity of probability assignments** The notion of probability is both agent and time relative. It represents the probability which an agent will assign to a type when observing a given situation at a given time. Two agents may assign different probabilities depending on the resources they have available and their previous experiences using those resources.
Learning  Relevant observations will update the probability distributions an agent will assign to a given set of alternatives since the probability is computed on the basis of previous observations of the alternative types.

Kim is not alone in being able to draw conclusions based on partial observations of an event. The dog can do it too. As soon as the boy has raised the stick and attracted the dog’s attention the dog is excitedly snapping at the stick and starting to run in the direction in which the boy seems to be about to throw. The dog also seems to be attuned to string types of events just as Kim is and also able to make predictions on the basis of partial observations. The types to which a dog is attuned will not be the same as those to which humans can be attuned and this can certainly lead to miscommunication between humans and dogs. For example, there may be many reasons why I would go to the place where outdoor clothes are hanging and where the dog’s lead is kept. Many times it will be because I am planning to take the dog out for a walk, but not as often as the dog appears to think, judging from the excitement he shows any time I go near the lead. It is difficult to explain to the dog that I am just looking for a receipt that I think I might have left in my coat pocket. But the basic mechanism of being able to assemble types of events into string types of more complex events and make predictions on the basis of these types seems to be common to both humans and dogs and a good number of other animals too. Perhaps simple organisms do not have this ability and can only react to events that have already happened, but not to predicted outcomes.

This basic inferential ability is thus not parasitic on the ability to communicate using a human language. It is, however, an ability which appears to be exploited to a great extent in our use of language as we will see in later chapters. In the remaining sections of this chapter we will look at some aspects of the type theory which seem more likely to correspond to cognitive abilities which only humans have.

1.5 Modal type systems

Kim continues her walk still thinking about the boy and the dog. She thinks, “Was the boy standing too close to the pond? Suppose he had fallen in. If he had been my son, I wouldn’t have let him play just there.” An important aspect of human cognition is that we are not only able observe things as they are but also to conceive of alternatives which go beyond the completion of observed events in the way discussed in Section 1.4. We can not only observe objects and perceive them to be of certain types we can also consider possibilities in which they belong to different types and perhaps do not belong to the type we have observed. We have managed to unhook type judgements from direct perception. While the seeds of this ability can be seen in the kind of event perception and prediction discussed above in that it gives us a way to consider types which have not yet been realized, it is at least one step further in cognitive evolution to be able to consider alternative type assignments which do not correspond to completions of events
This leads us to construct modal type systems with alternative assignments of objects to types. Figure 1.4 provides an example of a modal system of basic types with two possibilities, one where the extensions of types $T_1$ and $T_2$ overlap and another possibility where they do not.

![Modal system of basic types](image)

Figure 1.4: Modal system of basic types

The object $a$ is of type $T_1$ in the first possibility but not in the second possibility. There is an object, $b$, of type $T_1$ in the second possibility. $b$ does not exist at all in the first possibility. In the figure we just show two possibilities but our general definition in Appendix A.1 allows for there to be any number of possibilities, including infinitely many.

Given this apparatus we define four simple modal notions:

**Necessary equivalence** Two types are (necessarily) equivalent just in case the extension of one type is identical with that of the other type in all the possibilities. While the different possibilities may provide different extensions for the types, it will always be the case that in any given possibility the two types will have the same extension.

**Subtype** One type is a subtype of another just in case whatever possibility you look at it is always the case that the extension of the first type is a subset of the extension of the second.
can also say that the first type “entails” the second, that is, any object which is of the first
type will also be of the second type, no matter which possibility you are considering.

necessity The notion of necessity we characterize for a type could be glossed as “necessarily
realized” or “necessarily instantiated”. A type will be necessary just in case there is some-
thing of the type in all the possibilities.

possibility This notion corresponds to “possibly realized” or “possibly instantiated”. A type
will be possible just in case there is some possibility according to which it has a non-null
extension.

These notions are made precise in Appendix A.1. Note that all of these notions are relativized to
the modal system you are considering and the possibilities it offers. We may think of the family
of assignments \( \mathcal{A} \) as providing a modal base (cf. Kratzer) or alternatives (in the sense of ???). For
these kinds of applications we may wish to consider very small families of assignments
corresponding to the knowledge we have. Alternatively, we may want to consider strong logical
variants of these modal notions where we consider all the logical possibilities, for example, all
possible assignments of extensions to types.

So far we have talked about modal systems of basic types. Modal systems of complex types,
where we introduce ptypes, create a minor complication. What ptypes that are present in a sys-
tem depends on what objects there are of the types that are used in the arities of the predicates.
Thus if we have some predicate \( r \) with arity \( \langle \text{Ind}, \text{Ind} \rangle \) and a possibility where the set assigned to
\( \text{Ind} \) is \( \{a, b\} \) then according to that possibility the ptypes formed with \( r \) will be
\( r(a, a), r(a, b), r(b, a) \) and \( r(b, b) \). In a possibility where \( \text{Ind} \) is assigned a different set the set of available ptypes
will be different. It is an important feature of type theories with types constructed from predicates
that the collection of such types depends on what objects are available as arguments to the pred-
icates. This makes type theory very different from a logical language such as predicate calculus
where the notion of well-formedness of syntactic expressions containing predicates is defined
independently of what is provided by the model as denotations of arguments to the predicate.

This leads us (in Appendix A.4) to define two variants of each of our modal notions: restrictive
variants which are only defined for types which exist in all possibilities and inclusive variants
which require that the modal definition holds for all the possibilities in which the types exist and
disregards those in which the types do not exist. For example, a type is necessary, (that is,
“restrictively necessary”) just in case the type is available in all possibilities and has a non-empty
set of witnesses in all possibilities. It is necessary, (“inclusively necessary”) just in case in all
the possibilities in which the type is provided it has a non-empty set of witnesses. It is clear that
if a type is necessary, it will also be necessary, but there may be types which are necessary, but
not necessary, (if the type is not provided in all possibilities). A similar relationship between the
restrictive and inclusive notions holds for all the modal notions we have discussed.

There may be significant classes of modal type systems in which the types available in the dif-
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Different possibilities do not vary. This could be achieved by requiring that the types used in the arities of predicates always have the same witnesses in all the possibilities. This seems feasible if we restrict the types used in predicate arities to basic ontological categories such as individual or time point. It seems reasonable to consider modal systems in which an individual in one possibility will be an individual in any other possibility, for example. It seems reasonable to say that we wish to consider possibilities where, for example, Kim is a man rather than a woman, but not possibilities where Kim is a point in time rather than an individual. However, the notion “basic ontological category” is a slippery one and we do not want to be forced to make commitments about that.

In the definition of a system of complex types in section A.2.2 we call the pair of an assignment to basic types and assignment to ptypes, \( \langle A, F \rangle \), a model because of its similarity to first order models\(^5\). The model provides an interface between the type theoretical system and a domain external to the type theory. The natural domain to relate to the type theory is that of individuals and situations, that is the kind of things we can perceive or at least consider as possibilities. However, we may want to use models which relate to our perceptual apparatus, as in Larsson (2011), rather than directly to the world. This can also be the key for relating the type theory to a dynamically changing world where the models representing our perceived possibilities are not fixed. We will return to this in Chapter 5.

1.6 Intensionality: propositions as types

Kim continues to think about the boy and the dog as she walks along. It was fun to see them playing together. They seemed so happy. The boy obviously thought that the dog was a good playmate. Kim is not only able to perceive events as being of certain types. She is able to recall and reflect on these types. She is able to form attitudes towards these types: it was fun that the boy and the dog were playing but a little worrying that they were so close to the pond. This means that the types themselves seem to be arguments to predicates like ‘fun’ and ‘worrying’. This seems to be an important human ability – not only to be able to take part in or observe an event and find it fun or worrying but to be able to reflect independently of the actual occurrence of the event that it or in general similar events are fun or worrying. This is a source of great richness in human cognition in that it enables us to consider situation types independently of their actual instantiation\(^6\). This abstraction also enables us to consider what attitudes other individuals might have. For example, Kim believes that the boy thought that the dog was a good playmate. She is able to ascribe this belief to the boy. Furthermore, we are able to reflect on Kim’s state of mind

\(^5\)For a more detailed discussion of the relationship between this and first order models as used in the interpretation of first order logic see Cooper (fthc).

\(^6\)This richness also has its downside in that we often become so engagd in our internal cognitive abstraction that it can be difficult to be fully present and conscious of our direct perception of the world – for example, worrying about what might happen in the future rather than enjoying the present.
where she has a belief concerning the type of situation where the boy thinks that the dog was a good playmate. And somebody else could consider of us that we have a certain belief about Kim concerning her belief about the boy’s belief. There is in principle no limit to the depth of recursion concerning our attitudes towards types.

We propose to capture this reflective nature of human cognition by making the type theory technically reflective in the sense that we allow types themselves to be objects which can belong to other types. In classical model theoretic semantics we think of believe as corresponding to a relation between individuals and propositions. In our type theory, however, we are subscribing to the “propositions as types” view which comes to us via Martin-Löf (1984) but has its origins in intuitionistic logic [????]. Propositions are true or false. Types of situations such as hug(a,b) correspond to propositions in the sense that is they are non-empty then the proposition is true. If there is nothing of this type then it is false. The reasoning is thus that we do not need propositions in our system as separate semantic objects if we already have types. We can use the types to play the role of propositions. To believe a type is to believe it to be non-empty. From the point of view of a type theory for cognition in which we connect types to our basic perceptual ability, this provides a welcome link between our perceptual ability and our ability to entertain propositions (that is, to consider whether they are true or false).

A predicate like ‘believe’ which represents that an individual has an attitude (of belief) to a certain type should thus have an arity which requires its arguments to be an individual and a type. That is, we should be able to construct the type believe(c, hug(a,b)) corresponding to c believes that a hugs b. We thus create intensional type systems where types themselves can be treated as objects and belong to types. Care has to be taken in constructing such systems in order to avoid paradoxes. We use a standard technique known as stratification Turner (2005). We start with a basic type system and then add higher order levels of types. Each higher order includes the types of the order immediately below as objects. In each of these higher orders n there will be a type of all types of the order n – 1 but there is no ultimate “type of all types” – such a type would have to have itself as an object. This is made precise in Appendix A.6. For more detailed discussion see Cooper (fthc). Figure 1.5 represents an intensional modal type system where we indicate just the initial three orders of an infinite hierarchy of type orders.
Figure 1.5: Intensional modal type system
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Appendix A

Type theory with records

Unless otherwise stated this is the version of TTR presented in Cooper (fthc).

A.1 Basic types

A system of basic types is a pair:

\[ \text{TYPE}_B = \langle \text{Type}, A \rangle \]

where:

1. \text{Type} is a non-empty set
2. \text{A} is a function whose domain is \text{Type}
3. for any \( T \in \text{Type} \), \( A(T) \) is a set disjoint from \text{Type}
4. for any \( T \in \text{Type} \), \( a : \text{TYPE}_B \) \iff \( a \in A(T) \)

A modal system of basic types\(^1\) is a family of pairs:

\[ \text{TYPE}_{MB} = \langle \text{Type}, A \rangle_{A \in A} \]

\(^1\)This definition was not present in Cooper (fthc).
where:

1. \( \mathcal{A} \) is a set of functions with domain \( \text{Type} \)
2. for each \( A \in \mathcal{A} \), \( \langle \text{Type}, A \rangle \) is a system of basic types

This enables us to define some simple modal notions:

If \( \text{TYPE}_{MB} = \langle \text{Type}, A \rangle_{A \in \mathcal{A}} \) is a modal system of basic types, we shall use the notation \( \text{TYPE}_{MB,A} \) (where \( A \in \mathcal{A} \)) to refer to that system of basic types in \( \text{TYPE}_{MB} \) whose type assignment is \( A \). Then:

1. for any \( T_1, T_2 \in \text{Type} \), \( T_1 \) is (necessarily) equivalent to \( T_2 \) in \( \text{TYPE}_{MB} \), \( T_1 \cong_{\text{TYPE}_{MB}} T_2 \), iff for all \( A \in \mathcal{A} \), \( \{ a \mid a : \text{TYPE}_{MB,A} T_1 \} = \{ a \mid a : \text{TYPE}_{MB,A} T_2 \} \)
2. for any \( T_1, T_2 \in \text{Type} \), \( T_1 \) is a subtype of \( T_2 \) in \( \text{TYPE}_{MB} \), \( T_1 \sqsubseteq_{\text{TYPE}_{MB}} T_2 \), iff for all \( A \in \mathcal{A} \), \( \{ a \mid a : \text{TYPE}_{MB,A} T_1 \} \subseteq \{ a \mid a : \text{TYPE}_{MB,A} T_2 \} \)
3. for any \( T \in \text{Type} \), \( T \) is necessary in \( \text{TYPE}_{MB} \) iff for all \( A \in \mathcal{A} \), \( \{ a \mid a : \text{TYPE}_{MB,A} T \} \neq \emptyset \)
4. for any \( T \in \text{Type} \), \( T \) is possible in \( \text{TYPE}_{MB} \) iff for some \( A \in \mathcal{A} \), \( \{ a \mid a : \text{TYPE}_{MB,A} T \} \neq \emptyset \)

### A.2 Complex types

#### A.2.1 Predicates

We start by introducing the notion of a predicate signature.

A predicate signature is a triple

\[ \langle \text{Pred}, \text{ArgIndices}, \text{Arity} \rangle \]

where:

1. \text{Pred} is a set (of predicates)
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2. **ArgIndices** is a set (of indices for predicate arguments, normally types)

3. **Arity** is a function with domain **Pred** and range included in the set of finite sequences of members of **ArgIndices**.

A *polymorphic predicate signature* is a triple

\[
\langle \text{Pred}, \text{ArgIndices}, \text{Arity} \rangle
\]

where:

1. **Pred** is a set (of predicates)

2. **ArgIndices** is a set (of indices for predicate arguments, normally types)

3. **Arity** is a function with domain **Pred** and range included in the powerset of the set of finite sequences of members of **ArgIndices**.

A.2.2 Systems of complex types

A *system of complex types* is a quadruple:

\[
\text{TYPE}_C = \langle \text{Type}, \text{BType}, \langle \text{PType, Pred, ArgIndices, Arity} \rangle, \langle A, F \rangle \rangle
\]

where:

1. \( \langle \text{BType, A} \rangle \) is a system of basic types

2. \( \text{BType} \subseteq \text{Type} \)

3. for any \( T \in \text{Type} \), if \( a : \langle \text{BType, A} \rangle T \) then \( a : \text{TYPE}_C T \)

4. \( \langle \text{Pred, ArgIndices, Arity} \rangle \) is a (polymorphic) predicate signature

\[
5. P(a_1, \ldots, a_n) \in \text{PType} \iff P \in \text{Pred}, T_1 \in \text{Type}, \ldots, T_n \in \text{Type}, \text{Arity}(P) = \langle T_1, \ldots, T_n \rangle ((T_1, \ldots, T_n) \in \text{Arity}(P)) \text{ and } a_1 : \text{TYPE}_C T_1, \ldots, a_n : \text{TYPE}_C T_n
\]

\[\text{This clause has been modified since Cooper (fthc) where it was a conditional rather than a biconditional.}\]
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6. $\text{PType} \subseteq \text{Type}$

7. for any $T \in \text{PType}$, $F(T)$ is a set disjoint from $\text{Type}$

8. for any $T \in \text{PType}$, $a : \text{TYPE}_C T$ iff $a \in F(T)$

We call the pair $\langle A, F \rangle$ in a complex system of types the *model* because of its similarity to first order models in providing values for the basic types and the ptypes constructed from predicates and arguments. It is this pair which connects the system of types to the non-type theoretical world of objects and situations.

### A.3 Function types

A system of complex types $\text{TYPE}_C = \langle \text{Type}, \text{BType}, \langle \text{PType}, \text{Pred}, \text{ArgIndices}, \text{Arity} \rangle, \langle A, F \rangle \rangle$ has function types if

1. for any $T_1, T_2 \in \text{Type}$, $(T_1 \rightarrow T_2) \in \text{Type}$

2. for any $T_1, T_2 \in \text{Type}$, $f : \text{TYPE}_C (T_1 \rightarrow T_2)$ iff $f$ is a function whose domain is $\{a \mid a : \text{TYPE}_C T_1\}$ and whose range is included in $\{a \mid a : \text{TYPE}_C T_2\}$

### A.4 Models and modal systems of types

A modal system of complex types provides a collection of models, $\mathcal{M}$, so that we can talk about properties of the whole collection of type assignments provided by the various models $M \in \mathcal{M}$.

A modal system of complex types based on $\mathcal{M}$ is a family of quadruples\(^3\)

$$\text{TYPE}_{MC} = \langle \text{Type}_M, \text{BType}_M, \langle \text{PType}_M, \text{Pred}, \text{ArgIndices}, \text{Arity} \rangle, M \rangle_{M \in \mathcal{M}}$$

where for each $M \in \mathcal{M}$, $\langle \text{Type}_M, \text{BType}_M, \langle \text{PType}_M, \text{Pred}, \text{ArgIndices}, \text{Arity} \rangle, M \rangle$ is a system of complex types.

This enables us to define modal notions:

---

\(^3\)This definition has been modified since Cooper (fthc) to make $\text{PType}$ and $\text{Type}$ be relativized to the model $M$. 
If \( \text{TYPE}_{MC} = \langle \text{Type}_M, \text{BType}, \langle \text{PType}_M, \text{Pred}, \text{ArgIndices}, \text{Arity} \rangle, M \rangle_{M \in \mathcal{M}} \) is a modal system of complex types based on \( \mathcal{M} \), we shall use the notation \( \text{TYPE}_{MCi} \) (where \( M \in \mathcal{M} \)) to refer to that system of complex types in \( \text{TYPE}_{MC} \) whose model is \( M \). Let \( \text{Type}_{MC\text{rest}} = \bigcap_{M \in \mathcal{M}} \text{Type}_M \), the “restrictive” set of types which occur in all possibilities, and \( \text{Type}_{MC\text{incl}} = \bigcup_{M \in \mathcal{M}} \text{Type}_M \), the “inclusive” set of types which occur in at least one possibility. Then we can define modal notions either restrictively or inclusively (indicated by the subscripts \( r \) and \( i \) respectively):

**restrictive modal notions**

1. for any \( T_1, T_2 \in \text{Type}_{MC\text{rest}} \), \( T_1 \) is (necessarily) equivalent to \( T_2 \) in \( \text{TYPE}_{MC} \), \( T_1 \equiv_{\text{TYPE}_{MC}} T_2 \), iff for all \( M \in \mathcal{M} \), \( \{ a \mid a : \text{Type}_{MCi} T_1 \} = \{ a \mid a : \text{Type}_{MCr} T_2 \} \)

2. for any \( T_1, T_2 \in \text{Type}_{MC\text{rest}} \), \( T_1 \) is a subtype of \( T_2 \) in \( \text{TYPE}_{MC} \), \( T_1 \sqsubseteq_{\text{TYPE}_{MC}} T_2 \), iff for all \( M \in \mathcal{M} \), \( \{ a \mid a : \text{Type}_{MCi} T_1 \} \subseteq \{ a \mid a : \text{Type}_{MCr} T_2 \} \)

3. for any \( T \in \text{Type}_{MC\text{rest}} \), \( T \) is necessary in \( \text{TYPE}_{MC} \) iff for all \( M \in \mathcal{M} \), \( \{ a \mid a : \text{Type}_{MCr} T \} \neq \emptyset \)

4. for any \( T \in \text{Type}_{MC\text{rest}} \), \( T \) is possible in \( \text{TYPE}_{MC} \) iff for some \( M \in \mathcal{M} \), \( \{ a \mid a : \text{Type}_{MCi} T \} \neq \emptyset \)

**inclusive modal notions**

1. for any \( T_1, T_2 \in \text{Type}_{MC\text{incl}} \), \( T_1 \) is (necessarily) equivalent to \( T_2 \) in \( \text{TYPE}_{MC} \), \( T_1 \equiv_{\text{TYPE}_{MC}} T_2 \), iff for all \( M \in \mathcal{M} \), if \( T_1 \) and \( T_2 \) are members of \( \text{Type}_M \), then \( \{ a \mid a : \text{Type}_{MCi} T_1 \} = \{ a \mid a : \text{Type}_{MCr} T_2 \} \)

2. for any \( T_1, T_2 \in \text{Type}_{MC\text{incl}} \), \( T_1 \) is a subtype of \( T_2 \) in \( \text{TYPE}_{MC} \), \( T_1 \sqsubseteq_{\text{TYPE}_{MC}} T_2 \), iff for all \( M \in \mathcal{M} \), if \( T_1 \) and \( T_2 \) are members of \( \text{Type}_M \), then \( \{ a \mid a : \text{Type}_{MCi} T_1 \} \subseteq \{ a \mid a : \text{Type}_{MCr} T_2 \} \)

3. for any \( T \in \text{Type}_{MC\text{incl}} \), \( T \) is necessary in \( \text{TYPE}_{MC} \) iff for all \( M \in \mathcal{M} \), if \( T \in \text{Type}_M \), then \( \{ a \mid a : \text{Type}_{MCi} T \} \neq \emptyset \)

4. for any \( T \in \text{Type}_{MC\text{incl}} \), \( T \) is possible in \( \text{TYPE}_{MC} \) iff for some \( M \in \mathcal{M} \), if \( T \in \text{Type}_M \), then \( \{ a \mid a : \text{Type}_{MCi} T \} \neq \emptyset \)

It is easy to see that if any of the restrictive definitions holds for given types in a particular system then the corresponding inclusive definition will also hold for those types in that system.
A.5 Strings and regular types

A string algebra over a set of objects $O$ is a pair $\langle S, \circ \rangle$ where:

1. $S$ is the closure of $O \cup \{ e \}$ ($e$ is the empty string) under the binary operation ‘$\circ$’ (“concatenation”)
2. for any $s$ in $S$, $e \circ s = s \circ e = s$
3. for any $s_1, s_2, s_3$ in $S$, $(s_1 \circ s_2) \circ s_3 = s_1 \circ (s_2 \circ s_3)$. For this reason we normally write $s_1 s_2 s_3$ or more simply $s_1 s_2 s_3$.

The objects in $S$ are called strings. Strings have length. $e$ has length 0, any object in $O$ has length 1. If $s$ is a string in $S$ with length $n$ and $a$ is an object in $O$ then $s \circ a$ has length $n + 1$. We use $s[n]$ to represent the $n$th element of string $s$.

We can define types whose elements are strings. Such types correspond to regular expressions and we will call them regular types. Here we will define just two kinds of such types: concatenation types and Kleene+ types.

A system of complex types $\text{TYPE}_C = \langle \text{Type}, \text{BType}, \langle \text{PType}, \text{Pred}, \text{ArgIndices}, \text{Arity} \rangle, \langle A, F \rangle \rangle$ has concatenation types if

1. (a) for any $T_1, T_2 \in \text{Type}$, $(T_1 \circ T_2) \in \text{Type}$
   
   (b) for any $T_1, T_2, T_3 \in \text{Type}$, $(T_1 \circ T_2) \circ T_3 = T_1 \circ (T_2 \circ T_3)$

2. $a : T_1 \circ T_2$ iff $a = x \circ y$, $x : T_1$ and $y : T_2$

$\text{TYPE}_C$ has Kleene+ types if

1. for any $T \in \text{Type}$, $T^+ \in \text{Type}$

2. $a : T^+$ iff $a = x_1 \ldots \circ x_n$, $n > 0$ and for $i, 1 \leq i \leq n$, $x_i : T$

Strings are used standardly in formal language theory where strings of symbols or strings of words are normally considered. Following important insights by Tim Fernando (2004, 2006, 2008, 2009) we shall be concerned rather with strings of events. We use informal notations like ‘“sam”’ and ‘“ran”’ to represent phonological types of speech events (utterances of Sam and ran). Thus ‘“sam”$\circ$“ran”’ is the type of speech events which are concatenations of an utterance of Sam and an utterance of ran.

\textsuperscript{4}This has been added to the definition in Cooper (fthc) to make associativity explicit.
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A.6 The type Type and stratification

An intensional system of complex types is a family of quadruples indexed by the natural numbers:

\[ \text{TYPE}_{IC} = \langle \text{Type}^n, \text{BType}, \langle \text{PType}^n, \text{Pred}, \text{ArgIndices}, \text{Arity} \rangle, \langle A, F^n \rangle \rangle_{n \in \text{Nat}} \]

where (using \( \text{TYPE}_{IC,n} \) to refer to the quadruple indexed by \( n \)):

1. for each \( n \), \( \langle \text{Type}^n, \text{BType}, \langle \text{PType}^n, \text{Pred}, \text{ArgIndices}, \text{Arity} \rangle, \langle A, F^n \rangle \rangle \) is a system of complex types
2. for each \( n \), \( \text{Type}^n \subseteq \text{Type}^{n+1} \) and \( \text{PType}^n \subseteq \text{PType}^{n+1} \)
3. for each \( n \), if \( T \in \text{PType}^n \) and \( p \in F^n(T) \) then \( p \in F^{n+1}(T) \)
4. for each \( n > 0 \), \( \text{Type}^n \in \text{Type}^n \)
5. for each \( n > 0 \), \( T : \text{TYPE}_{IC,n} \text{Type}^n \) iff \( T \in \text{Type}^{n-1} \)

An intensional system of complex types \( \text{TYPE}_{IC} \),

\[ \text{TYPE}_{IC} = \langle \text{Type}^n, \text{BType}, \langle \text{PType}^n, \text{Pred}, \text{ArgIndices}, \text{Arity} \rangle, \langle A, F^n \rangle \rangle_{n \in \text{Nat}} \]

has dependent function types if

1. for any \( n > 0 \), \( T \in \text{Type}^n \) and \( F : \text{TYPE}_{IC,n} (T \rightarrow \text{Type}^n), ((a : T) \rightarrow F(a)) \in \text{Type}^n \)
2. for each \( n > 0 \), \( f : \text{TYPE}_{IC,n} ((a : T) \rightarrow F(a)) \) iff \( f \) is a function whose domain is \( \{ a \mid a : \text{TYPE}_{IC,n} T \} \) and such that for any \( a \) in the domain of \( f \), \( f(a) : \text{TYPE}_{IC,n} F(a) \).

We might say that on this view dependent function types are “semi-intensional” in that they depend on there being a type of types for their definition but they do not introduce types as arguments to predicates and do not involve the definition of orders of types in terms of the types of the next lower order.

Putting the definition of a modal type system and an intensional type system together we obtain\(^5\)

An intensional modal system of complex types based on \( \mathfrak{M} \) is a family, indexed by the natural numbers, of families of quadruples indexed by members of \( \mathfrak{M} \):

\(^5\)This explicit definition was not present in Cooper (fthc).
TYPE_{IMC} = \langle \text{Type}^a, \text{BType}, \langle \text{PType}^a, \text{Pred}, \text{ArgIndices}, \text{Arity} \rangle, M_n \rangle_{M \in \mathfrak{M}, n \in \text{Nat}}

where:

1. for each \( n \), \( \langle \text{Type}^a, \text{BType}, \langle \text{PType}^a, \text{Pred}, \text{ArgIndices}, \text{Arity} \rangle, M_n \rangle_{M \in \mathfrak{M}} \) is a modal system of complex types based on \( \{ M_n \mid M \in \mathfrak{M} \} \)

2. for each \( M \in \mathfrak{M} \), \( \langle \text{Type}^a, \text{BType}, \langle \text{PType}^a, \text{Pred}, \text{ArgIndices}, \text{Arity} \rangle, M_n \rangle_{n \in \text{Nat}} \) is an intensional system of complex types

### A.7 Record types

In this section we will define what it means for a system of complex types to have record types. The objects of record types, that is, records, are themselves structured mathematical objects of a particular kind and we will start by characterizing them.

A record is a finite set of ordered pairs (called fields) which is the graph of a function. If \( r \) is a record and \( \langle \ell, v \rangle \) is a field in \( r \) we call \( \ell \) a label and \( v \) a value in \( r \) and we use \( r.\ell \) to denote \( v \). \( r.\ell \) is called a path in \( r \).

We will use a tabular format to represent records. A record \( \{ \langle \ell_1, v_1 \rangle, \ldots, \langle \ell_n, v_n \rangle \} \) is displayed as

\[
\begin{bmatrix}
\ell_1 &= v_1 \\
\vdots \\
\ell_n &= v_n
\end{bmatrix}
\]

A value may itself be a record and paths may extend into embedded records. A record which contains records as values is called a complex record and otherwise a record is simple. Values which are not records are called leaves. Consider a record \( r \)

\[
\begin{bmatrix}
f &= \begin{bmatrix}
ff &= a \\
gg &= b
\end{bmatrix} \\
g &= \begin{bmatrix}
c = g &= a \\
h &= d
\end{bmatrix}
\end{bmatrix}
\]

Among the paths in \( r \) are \( r.f, r.g.h \) and \( r.f.f.ff \) which denote, respectively,
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\[
\begin{align*}
    f &= \begin{bmatrix}
        ff &= a \\
        gg &= b
    \end{bmatrix} \\
    g &= \begin{bmatrix}
        g &= a \\
        h &= d
    \end{bmatrix}
\end{align*}
\]

and \( a \). We will make a distinction between absolute paths, such as those we have already mentioned, which consist of a record followed by a series of labels connected by dots and relative paths which are just a series of labels connected by dots, e.g. \( g.h \). Relative paths are useful when we wish to refer to similar paths in different records. We will use \textit{path} to refer to either absolute or relative paths when it is clear from the context which is meant. The set of leaves of \( r \), also known as its \textit{extension} (those objects other than labels which it contains), is \{\( a, b, c, d \)\}. The bag (or multiset) of leaves of \( r \), also known as its \textit{multiset extension}, is \{\( a, a, b, c, d \)\}. A record may be regarded as a way of labelling and structuring its extension. Two records are (multiset) extensionally equivalent if they have the same (multiset) extension. Two important, though trivial, facts about records are:

\textit{Flattening.} For any record \( r \), there is a multiset extensionally equivalent simple record. We can define an operation of flattening on records which will always produce an equivalent simple record. In the case of our example, the result of flattening is

\[
\begin{align*}
    f.f.f &= a \\
    f.f.g &= b \\
    f.g &= c \\
    g.h.g &= a \\
    g.h.h &= d
\end{align*}
\]

assuming the flattening operation uses paths from the original record in a rather obvious way to create unique labels for the new record.

\textit{Relabelling.} For any record \( r \), if \( \pi_1.\ell.\pi_2 \) is a path \( \pi \) in \( r \), and \( \pi_1.\ell'.\pi_2' \) is not a path in \( r \) (for any \( \pi_2' \)), then substituting \( \ell' \) for the occurrence of \( \ell \) in \( \pi \) results in a record which is multiset equivalent to \( r \). We could, for example, substitute \( k \) for the second occurrence of \( g \) in the path \( g.h.g \) in our example record.

\[
\begin{align*}
    f &= \begin{bmatrix}
        ff &= a \\
        gg &= b
    \end{bmatrix} \\
    g &= \begin{bmatrix}
        k &= a \\
        h &= d
    \end{bmatrix}
\end{align*}
\]
A record type is a record in the general sense defined above where the values in its fields are types or, in some cases, certain kinds of mathematical objects which can be used to construct types.

A record \( r \) is well-typed with respect to a system of types \( \text{TYPE} \) with set of types \( \text{Type} \) and a set of labels \( L \) iff for each field \( \langle \ell, a \rangle \in r \), \( \ell \in L \) and either \( a : \text{TYPE} T \) for some \( T \in \text{Type} \) or \( a \) is itself a record which is well-typed with respect to \( \text{TYPE} \) and \( L \).

A system of complex types \( \text{TYPE}_C = \langle \text{Type}^n, \text{BType}^n, \langle \text{PType}^n, \text{Pred}, \text{ArgIndices}, \text{Arity} \rangle, \langle A, F \rangle \rangle_{n \in \text{Nat}} \) has record types based on \( \langle L, \text{RType} \rangle \), where \( L \) is a countably infinite set (of labels) and \( \text{RType} \subseteq \text{Type} \), where \( \text{RType} \) is defined by:

1. \( \text{Rec} \in \text{RType} \)
2. \( r : \text{TYPE}_C \text{Rec} \) iff \( r \) is a well-typed record with respect to \( \text{TYPE}_C \) and \( L \).
3. if \( \ell \in L \) and \( T \in \text{Type} \), then \( \{\langle \ell, T \rangle\} \in \text{RType} \).
4. \( r : \text{TYPE}_C \{\langle \ell, T \rangle\} \) iff \( r : \text{TYPE}_C \text{Rec}, \langle \ell, a \rangle \in r \) and \( a : \text{TYPE}_C T \).
5. if \( R \in \text{RType} \), \( \ell \in L \), \( \ell \) does not occur as a label in \( R \) (i.e. there is no field \( \langle \ell', T' \rangle \) in \( R \) such that \( \ell' = \ell \)), then \( R \cup \{\langle \ell, T \rangle\} \in \text{RType} \).
6. \( r : \text{TYPE}_C R \cup \{\langle \ell, T \rangle\} \) iff \( r : \text{TYPE}_C R, \langle \ell, a \rangle \in r \) and \( a : \text{TYPE}_C T \).

This gives us non-dependent record types in a system of complex types. We can extend this to intensional systems of complex types (with stratification).

An intensional system of complex types \( \text{TYPE}_{IC} = \langle \text{Type}^n, \text{BType}^n, \langle \text{PType}^n, \text{Pred}, \text{ArgIndices}, \text{Arity} \rangle, \langle A, F \rangle \rangle_{n \in \text{Nat}} \) has record types based on \( \langle L, \text{RType}^n \rangle_{n \in \text{Nat}} \) if for each \( n \), \( \langle \text{Type}^n, \text{BType}^n, \langle \text{PType}^n, \text{Pred}, \text{ArgIndices}, \text{Arity} \rangle, \langle A, F \rangle \rangle_{n \in \text{Nat}} \) has record types based on \( \langle L, \text{RType}^n \rangle \) and

1. for each \( n \), \( \text{RType}^n \subseteq \text{RType}^{n+1} \)
2. for each \( n > 0 \), \( \text{RecType}^n \subseteq \text{RType}^n \)
3. for each \( n > 0 \), \( T : \text{TYPE}_{IC} \text{RecType}^n \) iff \( T \in \text{RType}^{n-1} \)

Intensional type systems may in addition contain dependent record types.

An intensional system of complex types \( \text{TYPE}_{IC} = \langle \text{Type}^n, \text{BType}^n, \langle \text{PType}^n, \text{Pred}, \text{ArgIndices}, \text{Arity} \rangle, \langle A, F \rangle \rangle_{n \in \text{Nat}} \) has dependent record types based on \( \langle L, \text{RType}^n \rangle_{n \in \text{Nat}} \), if it has records types based on \( \langle L, \text{RType}^n \rangle_{n \in \text{Nat}} \) and for each \( n > 0 \)
1. if \( R \) is a member of \( \text{RType}^n \), \( \ell \in L \) not occurring as a label in \( R, T_1, \ldots, T_m \in \text{Type}^n \), \( R.\pi_1, \ldots, R.\pi_m \) are paths in \( R \) and \( F \) is a function of type \( ((a_1 : T_1) \to \ldots \to ((a_m : T_m) \to \text{Type}^n)) \ldots \), then \( R \cup \{ (\ell, (F, (\pi_1, \ldots, \pi_m))) \} \in \text{RType}^n \).

2. \( r : \text{TYPE}_{ic_n} R \cup \{ (\ell, (F, (\pi_1, \ldots, \pi_m))) \} \) iff \( r : \text{TYPE}_{ic_n} R, (\ell, a) \) is a field in \( r \), \( r.\pi_1 : \text{TYPE}_{ic_n} T_1, \ldots, r.\pi_m : \text{TYPE}_{ic_n} T_m \) and \( a : \text{TYPE}_{ic_n} F(r.\pi_1, \ldots, r.\pi_m) \).

We represent a record type \( \{ (\ell_1, T_1), \ldots, (\ell_n, T_n) \} \) graphically as

\[
\begin{bmatrix}
\ell_1 & : & T_1 \\
\vdots \\
\ell_n & : & T_n
\end{bmatrix}
\]

In the case of dependent record types we sometimes use a convenient notation representing e.g.

\( \langle \lambda u \lambda v \text{love}(u, v), (\pi_1, \pi_2) \rangle \)

as

\( \text{love}(\pi_1, \pi_2) \)

Our systems now allow both function types and dependent record types and allow dependent record types to be arguments to functions. We have to be careful when considering what the result of applying a function to a dependent record type should be. Consider the following simple example:

\( \lambda v_0 : \text{RecType}([c_0 : v_0]) \)

What should be the result of applying this function to the record type

\[
\begin{bmatrix}
x & : & \text{Ind} \\
c_1 & : & \langle \lambda v_1 : \text{Ind}(\text{dog}(v_1)), (x) \rangle
\end{bmatrix}
\]

Given normal assumptions about function application the result would be

\[
\begin{bmatrix}
c_0 & : & \begin{bmatrix}
x & : & \text{Ind} \\
c_1 & : & \langle \lambda v_1 : \text{Ind}(\text{dog}(v_1)), (x) \rangle
\end{bmatrix}
\end{bmatrix}
\]
but this would be incorrect. In fact it is not a well-formed record type since \(x\) is not a path in it. Instead the result should be

\[
\begin{array}{c}
c_0 : [ & x : \text{Ind} \\
c_1 : & \langle \lambda v_1 : \text{Ind}(\text{dog}(v_1)), \langle c_0, x \rangle \rangle \\
\end{array}
\]

where the path from the top of the record type is specified. Note that this adjustment is only required when a record type is being substituted into a position that lies on a path within a resulting record type. It will not, for example, apply in a case where a record type is to be substituted for an argument to a predicate such as when applying the function

\[
\lambda v_0 : \text{RecType}([c_0; \text{appear}(v_0)])
\]

to

\[
\begin{array}{c}
x : \text{Ind} \\
c_1 : & \langle \lambda v : \text{Ind}(\text{dog}(v)), \langle x \rangle \rangle \\
c_2 : & \langle \lambda v : \text{Ind}(\text{approach}(v)), \langle x \rangle \rangle \\
\end{array}
\]

where the position of \(v_0\) is in an “intensional context”, that is, as the argument to a predicate and there is no path to this position in the record type resulting from applying the function. Here the result of the application is

\[
\begin{array}{c}
c_0 : \text{appear}( & x : \text{Ind} \\
c_1 : & \langle \lambda v : \text{Ind}(\text{dog}(v)), \langle x \rangle \rangle \\
c_2 : & \langle \lambda v : \text{Ind}(\text{approach}(v)), \langle x \rangle \rangle \\
\end{array}
\]

with no adjustment necessary to the paths representing the dependencies\(^6\) (Note that ‘\(c_0.x\)’ is not a path in this record type.)

These matters arise as a result of our choice of using paths to represent dependencies in record types (rather than, for example, introducing additional unique identifiers to keep track of the positions within a record type as has been suggested by Thierry Coquand). It seems like a matter of implementation rather than a matter of substance and it is straightforward to define a path-aware notion of substitution which can be used in the definition of what it means to apply a TTR function to an argument. If \(f\) is a function represented by \(\lambda v : T(\phi)\) and \(\alpha\) is the representation of an object of type \(T\), then the result of applying \(f\) to \(\alpha\), \(f(\alpha)\), is represented by \(\text{Subst}(\alpha, v, \phi, \emptyset)\), that is, the result of substituting \(\alpha\) for \(v\) in \(\phi\) with respect to the empty path where for arbitrary \(\alpha, v, \phi, \pi\), \(\text{Subst}(\alpha, v, \phi, \pi)\) is defined as

\(^6\)This record corresponds to the interpretation of it appears that a dog is approaching.
1. extend-paths(\(\alpha, \pi\)), if \(\phi\) is \(\nu\)

2. \(\phi\), if \(\phi\) is of the form \(\lambda \nu : T(\zeta)\), for some \(T\) and \(\zeta\) (i.e. don’t do any substitution if \(\nu\) is bound within \(\phi\))

3. \(\lambda u : T(Subst(\alpha, \nu, \zeta, \pi))\), if \(\phi\) is of the form \(\lambda \nu : T(\zeta)\) and \(u\) is not \(\nu\).

4. \[
\begin{bmatrix}
\ell_1 & : & Subst(\alpha, \nu, T_1, \pi, \ell_1) \\
\vdots \\
\ell_n & : & Subst(\alpha, \nu, T_n, \pi, \ell_n)
\end{bmatrix},
\] if \(\phi\) is
\[
\begin{bmatrix}
\ell_1 & : & T_1 \\
\vdots \\
\ell_n & : & T_n
\end{bmatrix}
\]

5. \(P(Subst(\alpha, \nu, \beta_1, \pi), \ldots, Subst(\alpha, \nu, \beta_n, \pi))\), if \(\alpha\) is \(P(\beta_1, \ldots, \beta_n)\) for some predicate \(P\)

6. \(\phi\) otherwise

extend-paths(\(\alpha, \pi\)) is

1. \(\langle f, \langle \pi, \pi_1, \ldots, \pi, \pi_n \rangle \rangle\), if \(\alpha\) is \(\langle f, \langle \pi_1, \ldots, \pi_n \rangle \rangle\)

2. \[
\begin{bmatrix}
\ell_1 & : & extend-paths(T_1, \pi) \\
\vdots \\
\ell_n & : & extend-paths(T_n, \pi)
\end{bmatrix},
\] if \(\alpha\) is \[
\begin{bmatrix}
\ell_1 & : & T_1 \\
\vdots \\
\ell_n & : & T_n
\end{bmatrix}
\]

3. \(P(extend-paths(\beta_1, \pi), \ldots, extend-paths(\beta_n, \pi))\), if \(\alpha\) is \(P(\beta_1, \ldots, \beta_n)\) for some predicate \(P\)

4. \(\alpha\), otherwise
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